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• Signatures are a 
common form of 
verification and a 
target for fraud

• We apply efficient 
and high 
performing 
siamese
convolutional 
neural networks 
for the task of 
real-time signature 
verification.

• Input: a pair of 
signatures s1 and 
s2. 

• Output: whether 
these signatures 
are from the same 
person Figure 1.  Flow diagram of 

prediction task. • DeepSign has 25x fewer parameters and storage size 
then the state of the art SigNet, and outperforms in all 
of our evaluation metrics

• We have developed a publicy avilable web 
application (deepsign.koplex.io) that can perform 
real-time signature verification.

• Future work includes hyperparameter tuning,
ensembling, and further investigation into using the 
bottleneck blocks in MobileNetv2.

Prediction Task VisualizationArchitectures

1. CEDAR (American): n=55, 24 genuine signatures per 
person, 24 forged signatures per person [1].

2. BHSig260 (Bengali): n=260, 24 genuine signatures 
per person, 30 forged signatures per person [2].

• We generate our train/val/test sets by performing a 
60/20/20 random split by person (Table 1).

• We use all unique signature pairings from the datasets 
(e.g. in CEDAR there would be 25^2 forged-original 
pairs and ∑"#$%& 𝑖 = 300 original-original pairs per 
person).

Results

Table 1. 
Dataset 
Splits

We use three architectures for our study:
1. SigNet, the state of the art in signature 

verification on our dataset [3].

2. An adapted and pre-trained MobileNetv2 
network, state of the art  performing mobile 
network on ImageNet [4].

3. DeepSign, which is made up of Fire blocks 
from the SqueezeNet architecture (Table 3) 
[5].

Table 2. DeepSign and MobileNetv2
efficiency over SigNet

Table 3. DeepSign Architecture

Figure 1. DeepSign outperforms both 
MobileNet and SigNet in AUROC

Table 4. Evaluation of 
models trained on 
combine dataset  

Table 5. Generalization of models to different languages

• DeepSign outperforms in every evaluation
metric on the combined test set

• DeepSign shows greatest ability to generalize
to new datasets and languages

• Our model is able to generate an embedding 
representations of signatures, where visually 
similar signatures have lower distances

Figure 2. Visualization of outputs from DeepSign
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